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Abstract. We present SPLICR, the Web-based Sustainability Platform for Linguistic Corpora
and Resources. The system is aimed at people who work in Linguistics or Computational
Linguistics: a comprehensive database of metadata records can be explored in order to find
language resources that could be appropriate for one’s specific research needs. SPLICR also
provides an interface that enables users to query and to visualise corpora. The project in which
the system is being developed aims at sustainably archiving the ca. 60 language resources that
have been constructed in three collaborative research centres. Our project has two primary
goals: (a) To process and to archive sustainably the resources so that they are still available to
the research community in five, ten, or even 20 years time. (b) To enable researchers to query
the resources both on the level of their metadata as well as on the level of linguistic annota-
tions. In more general terms, our goal is to enable solutions that leverage the interoperability,
reusability, and sustainability of heterogeneous collections of language resources.

1 Introduction

This contribution presents SPLICR, the Web-based Sustainability Platform for Lin-
guistic Corpora and Resources aimed at people who work in linguistics or computa-
tional linguistics: a comprehensive database of metadata records can be explored and
searched in order to find language resources that could be appropriate for one’s spe-
cific research needs. SPLICR also provides a graphical interface that enables users
to query and to visualise corpora.

The project in which SPLICR is being developed aims at sustainably archiv-
ing (Trilsbeek and Wittenburg 2006) the language resources that have been con-
structed or are still work in progress in three collaborative research centres (Son-
derforschungsbereiche). The groups in Tübingen (SFB 441: “Linguistic Data Struc-
tures”), Hamburg (SFB 538: “Multilingualism”), and Potsdam/Berlin (SFB 632: “In-
formation Structure”) built a total of 56 resources – corpora and treebanks mostly.
According to estimates it took more than one hundred person years to collect and to
annotate these datasets. Our project has two goals: (a) To process and to sustainably
archive the resources so that they are still available to the research community and
other interested parties in five, ten, or even 20 years time (Schmidt et al. 2006). (b) To
enable researchers to query the resources both on the level of their metadata as well
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as on the level of linguistic annotations. In more general terms, our main goal is to
enable solutions that leverage the interoperability, reusability, and sustainability of a
large collection of heterogeneous language resources.

The main advantage of the system and its underlying architecture is that we de-
signed and specified an integrated workflow that starts with the processing of indi-
vidual corpora at multiple sites using custom-made tools. Afterwards, the processed
corpora along with metadata files, their original data sets, HTML- or PDF-based
manuals and transformation logfiles are copied into a directory tree whose structure
is specified by rigid protocols. In the next step, this directory tree is traversed us-
ing a lightweight importer client that checks the directory tree for consistency and
copies the files of the heterogeneous resources onto the SPLICR server that, in turn,
provides a homogeneous web-based means of access.

The remainder of this paper is structured as follows: section 2 introduces our ap-
proach to normalising corpus data (section 2.1) and metadata records (section 2.2).
SPLICR’s architecture is described in section 3, although we are only able to high-
light selected parts of the system due to space restrictions. The staging area is briefly
discussed in section 3.1, while section 3.2 gives an overview of our approach to rep-
resenting knowledge about linguistic annotation schemes using ontologies. A third
major component of the system is the graphical corpus query and visualisation front-
end (section 3.3). The article ends with concluding remarks (section 4).

2 Data Normalisation and Representation

One of the obstacles we are confronted with is providing homogeneous means of
accessing a large collection of diverse and complex linguistic resources. For this
purpose we developed several custom tools in order to normalise the corpora (sec-
tion 2.1) and their metadata records (section 2.2).

2.1 Normalisation of Linguistic Resources

Language resources are usually built using XML-based languages nowadays (Ide
et al. 2000; Lehmberg and Wörner 2007; Sperberg-McQueen and Burnard 2002;
Wörner et al. 2006) and contain several concurrent annotation layers that corre-
spond to multiple levels of linguistic description (e. g., part-of-speech, syntax, coref-
erence). Our approach includes the normalisation of XML-annotated resources, e. g.,
for cases in which corpora use PCDATA content to capture both primary data (i. e.,
the original text or transcription) as well as annotation information (e. g., POS tags).
We use a set of tools to ensure that only primary data is encoded in PCDATA content
and that all annotations proper are encoded using XML elements and attributes. The
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<ntNode id=" s_1_n_504">
<tok id=" s_1_n_1">

<orth >die </orth >
<pos func="-">ART </pos >
<desc >

<morph >nsf </morph >
</desc >

</tok >
<ntNode id=" s_1_n_501">

<tok id=" s_1_n_2">
<orth >AWO </orth >
<pos func="-">NN </pos >
<desc >

<morph >nsf </morph >
</desc >

</tok >
<ntNodeCat func="HD">EN-ADD </ntNodeCat >

</ntNode >
<ntNodeCat func="ON">NX </ntNodeCat >

</ntNode >

→

<ntNode id=" s_1_n_504">
<tok id=" s_1_n_1">

<orth >die </orth >
<pos func="-" genau:text="ART"/>
<desc >

<morph genau:text="nsf"/>
</desc >

</tok >
<ntNode id=" s_1_n_501">

<tok id=" s_1_n_2">
<orth >AWO </orth >
<pos func="-" genau:text="NN"/>
[...]

</ntNode >

Figure 1. An example from the TüBa-D/Z treebank (represented in the Tusnelda format) be-
fore (left) and after processing the resource with our normalisation tools (right)

transformation from PCDATA content (i. e., XML elements) to CDATA values (i. e.,
XML attributes) is performed semi-automatically.

Figure 1 illustrates this process by means of an excerpt from the TüBa-D/Z tree-
bank (Telljohann et al. 2004) in one of its four representation formats (Tusnelda, see
Wagner 2005). Beside the actual primary data content “die AWO” (the PCDATA con-
tent of the XML element <orth>) other XML elements such as <pos> use PCDATA
content to encode grammatical information. Since this information serves annota-
tion purposes, the contents of elements that do not contain primary data within their
PCDATA content are transformed to the value of the attribute genau:text that is in-
troduced by our tools. As Tusnelda documents comprise several levels of annotation
in a single, monolithic XML element tree, the overall annotation is still extremely
complex even though we perform a normalisation procedure that includes the step
sketched above. Therefore, we use additional processing methods to split the dif-
ferent conceptual levels, e. g., syntax, morphology, and named entities into multiple
documents, that is, into a multi-rooted tree (Witt et al. 2007).

Another reason for the normalisation procedure is that both hierarchical and
timeline-based corpora (Bird and Liberman 2001; Schmidt 2005) need to be trans-
formed into a common annotation approach, because we want our users to be able to
query both types of resources at the same time and in a uniform way. Our approach
(Dipper et al. 2006; Schmidt et al. 2006; Wörner et al. 2006) can be compared to
the NITE Object Model (Carletta et al. 2003): we developed tools that semiautomat-
ically split hierarchically annotated corpora that typically consist of a single XML
document instance into individual files, so that each file represents the information
related to a single annotation layer (Rehm et al. 2008b; Witt et al. 2007); this ap-
proach also guarantees that overlapping structures can be represented straightfor-
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wardly. Timeline-based corpora are also processed in order to separate graph an-
notations. This approach enables us to represent arbitrary types of XML-annotated
corpora as individual files, i. e., individual XML element trees. These are encoded as
regular XML document instances, but, as a single corpus comprises multiple files,
there is a need to go beyond the functionality offered by typical XML tools to enable
us to process multiple files, as regular tools work with single files only (our approach
for querying multi-rooted trees is described by Rehm et al. 2007a, 2008a).

Almost all resources that we process are linguistic corpora and treebanks. In ad-
dition, there are a few resources that belong to different data types. Four SFB 441
projects construct sentence collections that consist of, for example, suboptimal syn-
tactic constructions taken from the linguistic literature and annotated with grammati-
cality judgements, or sentences that have specific verb phrases such as the stative pas-
sive. Furthermore, multiple projects create lexicons, some of which are augmented
with empirical judgements gathered in online experiments. In a secondary line of
research we develop generic XML-based representation formats for these types of
linguistic resources for which we also implement query and visualisation methods.

2.2 Normalisation of Metadata Records

The separation of the individual annotation layers contained in a corpus has seri-
ous consequences with regard to legal issues (Lehmberg et al. 2007a,b, 2008; Rehm
et al. 2007c; Zimmermann and Lehmberg 2007): due to copyright and personal rights
specifics that usually apply to a corpus’s primary data we provide a fine-grained ac-
cess control layer to regulate access by means of user accounts and access roles. We
have to be able to explicitly specify that a certain user only has access to the set
of, say, six annotation layers (in this example they might be available free of charge
for research purposes) but not to the primary data, because they might be copyright-
protected (Rehm et al. 2007c,d).

Our generic metadata schema, eTEI, is based on the TEI P4 header (Sperberg-
McQueen and Burnard 2002) and extended by a set of additional requirements. Both
eTEI records and the corpora are stored in an XML database. The underlying as-
sumption is that XML-annotated datasets are more sustainable than, for example,
data stored in a proprietary relational DBMS. The main difference between eTEI
and other approaches is that the generic eTEI metadata schema, currently formalised
as a single document type definition (DTD), can be applied to five different levels of
description (Himmelmann 2006; Trippel 2004). One eTEI file contains information
on one of the following levels: (1) setting (used for recordings or transcripts of spo-
ken language, describes the situation in which the speech or dialogue took place);
(2) raw data (e. g., a book, a piece of paper, an audio or video recording of a conver-
sation etc.); (3) primary data (transcribed speech, digital texts etc.); (4) annotations;
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Figure 2. Resource normalisation, the staging area and the primary SPLICR components

(5) a corpus (consists of primary data with one or more annotation levels). The need
for these five levels of metadata description can be illustrated using the ambiguity of
the “author” concept: while setting refers to a specific communication situation, the
author of raw data can be the author of a certain book or the speaker whose mono-
logue has been recorded. The author of primary data is the person who transcribed
the raw data into a set of digital files. The authors of individual annotation files are
those who analyse and interpret the primary data (usually linguists, student assistants
or PhD students) and the author of the corpus is the person who is responsible for
constructing or collecting the corpus data (for example, the principal investigator of
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a research project). Important metadata exist on all five levels and can be captured
using the approach described in this section.

We devised a workflow that helps users edit eTEI records (Rehm et al. 2008b). Its
primary components are the eTEI DTD and the Oxygen XML editor. Based on an-
notations contained in the DTD we can generate automatically an empty XML doc-
ument with embedded documentation and a Schematron schema. The Schematron
specification can be used to check whether all elements and attributes instantiated in
an eTEI document conform to the current level of metadata description.

3 Architecture

The sustainability platform consists of a front-end and a back-end. The front-end is
the user visible part and is realised using JSP (Java Server Pages) and Ajax technolo-
gies. It runs in the user’s browser and provides functions for searching and exploring
metadata records and corpus data. The back-end hosts the JSP files and related data.
It accesses two different databases, the corpus database and the system database, as
well as a set of ontologies and additional components.1 The corpus database is an
XML database, extended by the AnnoLab system (Eckart and Teich 2007), in which
all resources and metadata are stored. The system database is a relational database
that contains all data about user accounts, resources (i. e., annotation layers), re-
source groups (i. e., corpora) and access rights. A specific user can only access a
specific resource if the permissions for this user/resource tuple allow it.

The following subsections describe three selected parts of SPLICR’s architec-
ture: the staging area (section 3.1), a set of ontologies of linguistic annotations (sec-
tion 3.2) and the querying front-end (section 3.3).

3.1 Staging Area

A new resource is imported into the sustainability platform by (remotely) copying
all corresponding files into the staging area whose directory structure is defined in
a technical specification. Strict naming rules apply for the processed files (see sec-
tion 2) and for the directories so that the whole directory tree can be traversed and
processed automatically. Each corpus contains a manifest file, that is represented in a
simple XML format and that acts as a corpus inventory. Manifest files are automati-
cally generated by the normalisation tools, their contents are used by the GUI and by

1. In the file vault area, SPLICR contains additional data about a resource, such as the original corpus
data files, PDF files that act as documentation, and transformation scripts, amongst others. These
additional files are available through the user interface as well by providing access via HTTP.
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the import and export tools. The importer traverses the staging area, checks, among
others, the data for consistency and imports the corpus data and metadata records into
the XML database (we currently use eXist but are exploring several alternatives)
using a REST-style HTTP interface. At the same time, new resource and resource
group records as well as permissions are set up in the system database (MySQL).
Permissions are chosen based on the restrictions defined in metadata records.

3.2 Ontologies of Linguistic Annotation

The corpora that we process are marked up using several different markup languages
and linguistic tag sets. As we want to enable users to query multiple corpora at the
same time, we need to provide a unifying view of the markup languages used in
the original resources. For this sustainable operationalisation of existing annotation
schemes we employ the ontologies of linguistic annotation (OLiA) approach: we
built an OWL DL ontology that serves as a terminological reference. This reference
model is based on the EAGLES recommendations for morphosyntax, the general
ontology for linguistic description (Farrar and Langendoen 2003), and the LISA an-
notation standard (Dipper et al. 2007). It covers reference specifications for word
classes, and morpho-syntax (Chiarcos 2008), and is currently extended to syntax and
information structure. The OLiA reference model represents a terminological back-
bone that different annotations are linked to and consists of three components: a
taxonomy of linguistic categories (OWL classes such as NOUN, COMMONNOUN),
a taxonomy of grammatical features (OWL classes, e. g., ACCUSATIVE), and rela-
tions (OWL properties, e. g., HASCASE). An OLiA annotation model is an ontology
that represents one specific annotation scheme (see figure 3). We built, among oth-
ers, annotation models for the LISA annotation format (Dipper et al. 2007) used in
typological research, TIGER/STTS (Brants et al. 2003; Schiller et al. 1999), two tag
sets for Russian and five tag sets for English, e. g., Susanne (Sampson 1995), and
PTB (Marcus et al. 1993). The linking between annotation models and the reference
model is specified in separate OWL files.

Any tag from an annotation model can be retrieved from the reference model by
a description in terms of OWL classes and properties. For this task, OntoClient was
developed, a query preprocessor implemented in Java that uses an OWL DL reasoner
to retrieve the set of individuals that conform to a particular description with regard
to the reference model. The OntoClient enables us to use abstract linguistic concepts
such as Noun and hasCase(Accusative) in a query. By means of an XQuery
extension function, these concepts are expanded into the concrete tag names used
in the annotation schemes of the corpora that are currently in the user’s focus. The
expansion is thus guided by annotation metadata as described in section 2.2.
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Figure 3. The Susanne tag APPGf, its representation within the annotation model and linking
with the reference model

3.3 The Corpus Query Front-End

As we cannot expect our target users (i. e., linguists) to be proficient in XML query
languages such as XQuery, we provide an intuitive user interface that generalises
from the underlying data structures and querying methods actually used. The on-
tology of linguistic annotations (section 3.2) provides abstract representations of
linguistic concepts (e. g., Noun, Verb, Preposition) that may have a specific set of
features; operands can be used to glue together the linguistic concepts by dragging
and dropping these graphical representations onto a specific area of the screen, build-
ing a query step by step. We collected a set of requirements and functions that the
front-end should have (such as the ones briefly sketched at the beginning of this sec-
tion) by conducting in-depth interviews with the staff members of SFB 441 and by
asking them to fill out a questionnaire (Soehn et al. 2008).

The front-end is implemented in JavaScript extended by the frameworks Proto-
type and script.aculo.us. One of its central components is a graphical tree fragment
query editor that supports the processing of multi-layer annotations and that inter-
prets and translates graphical queries into XQuery. The front-end communicates with
the backend via Ajax, posting XQuery requests to a servlet running on the backend.
The servlet responds with the XML-encoded matches, which are then interpreted by
a variety of display modules. Five major display modes are already implemented:
plain text view, XML view, box view, graphical tree view and timeline view.
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Figure 4. The front-end in resource listing (above), and multi-rooted tree display mode (below)
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The tree fragment query editor (Rehm et al. 2008a) involves dragging and drop-
ping elements on an assembly pane, so that queries can be constructed in a step-
by-step fashion. At the moment, structural nodes can be combined by dominance,
precedence, and secondary edge relations. The structures defined by these graphs
mirror the structures to be found. Each node may contain one or more conditions
linked by Boolean connectives that help to refine the node classes allowed in the
structures. We plan to realise a set of functions that can be roughly compared to
TIGERSearch’s feature set (Lezius 2002) enhanced by our specific requirements,
i. e., multi-layer querying and query expansion through ontologies.

4 Concluding Remarks and Future Work

The research presented in this contribution is still work in progress. We want to
highlight some of the aspects that we plan to realise by the end of 2008. While
the corpus normalisation and preprocessing phase is, with only minor exceptions,
finished, the process of transforming the existing metadata records into the eTEI
format was completed in June. Work on the querying engine and integration of the
XML database, metadata exploration and on the graphical visualisation and querying
front-end (Rehm et al. 2008a) as well as on the back-end is ongoing; we plan to finish
work on the first prototype of the platform by September.

In addition we plan several extensions and modifications for the eTEI schema.
Most notably, we plan to replace the current DTD, based on TEI P4, with an XML
Schema description that is based on the current version of the guidelines (P5) and re-
alised by means of an ODD (“one document does it all”) specification. XML Schema
has better and more appropriate facilities for including embedded documentation
than the rather simple and unstructured comments available in DTDs. Another area
that needs further work is the query front-end that we plan to upgrade and to enhance.
In addition to a substantial overhaul of the interface in order to improve its usability,
we will integrate query templates and saved searches that act like bookmarks in a
web browser.
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